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1 Introduction

Paper 1[[1]](https://www.zotero.org/google-docs/?7WbTAH) and Paper 2 [[2]](https://www.zotero.org/google-docs/?DFZkFm) will be analysed to consider the research methods and methodologies used in their creation. The hypothesis and research will be identified and how the methods align to each methodology, and research outcome, will be analysed. Next, the research outcome of Paper 2 [[2]](https://www.zotero.org/google-docs/?hCyCYb) will be considered and the research question refined, alongside discussion of methods and methodology, to meet a similar research outcome. Lastly, quantitative and qualitative methodologies will be discussed.

1.1 Hypothesis and Research Questions

Paper 1’s research question is to predict energy use in a low energy house and how effective the proposed computational artificial intelligence model is [[1]](https://www.zotero.org/google-docs/?D8HwmO). A sub research question can be identified as which algorithm will predict the most accurate result. The dependent variable is identified as energy use for lights, while independent variables are temperature, wind speed and humidity. This is an applied research question as knowledge is used to solve a practical issue in computer science [[3]](https://www.zotero.org/google-docs/?EYPwS0). The hypothesis is that the proposed model, based on Support Vector Regression (SVR) and Artificial Neural Network with back propagation (BP-ANN), is able to predict electric use in a low energy house effectively [[1]](https://www.zotero.org/google-docs/?57Dx4o).

Paper 2’s hypothesis is can Big Data Analytics (BDA) be applied to criminal data, the inferred independent variable, in order to detect patterns and trends [[2]](https://www.zotero.org/google-docs/?Wi9iCg). The research questions are identified as: How can BDA be used in assisting police departments in understanding crime incidents, preventing incidents and optimising decision making. A further research question, which narrows the focus of the paper, is which machine learning and deep learning techniques, inferred dependent variables, are best for analysis and visualisation of criminal data [[2]](https://www.zotero.org/google-docs/?o9pYa2). Importantly, by narrowing the focus of the research question this paper builds on, and expands, existing knowledge in Computer Science. Similar to Paper 1 these research questions are applied research. Moreover, Paper 2’s research questions also follow an experimental design in order to discover and test the hypothesis [[4]](https://www.zotero.org/google-docs/?dmnyE2). Both papers use a quantitative methodology as the relationship between variables are investigated.

1.2 Research Design

The philosophy for both Paper 1 and Paper 2 align to a scientific approach rooted in epistemology, also known as positivism, as numerical data is used to prove a hypothesis [[5]](https://www.zotero.org/google-docs/?2lB8bd). Saunders highlights that by developing new knowledge, assumptions are made which shape how a researcher understands their research questions and choice of methods [[6]](https://www.zotero.org/google-docs/?sTu2sd). With this in mind, both papers make observations and analyse data in order to prove their hypothesis. Furthermore, theories in both papers are developed through the use of deduction. For instance, research begins with an existing theory, developed through literature reviews, to which a new hypothesis is presented [[7]](https://www.zotero.org/google-docs/?KcEXBd). Data is then collected in order to prove or disprove each paper’s respective hypothesis. Notably, secondary data sources are used in both papers for the training, and testing, of their respective predictive models [1][2].

1.3 Methods

Paper 1 [[1]](https://www.zotero.org/google-docs/?i9Ie5T) has utilised SVR, a machine learning method, alongside an Artificial Neural Network with back propagation (BP-ANN). SVR can be applied to regression problems where the objective is to predict a continuous output variable. Indeed, SVR is robust for outliers and small data sets [[8]](https://www.zotero.org/google-docs/?vKRlrY) which makes it a suitable quantitative method for Paper 1’s research question and methodology. A disadvantage is SVR’s sensitivity to kernel selection and potential for overfitting [[9]](https://www.zotero.org/google-docs/?UvfFVA). Importantly, SVR supports the research aims as the kernel tricks were adapted and used to identify patterns to predict results with fewer errors [1]. Interestingly, BP-ANN was found to outperform SVR in Paper 1 [1] which is similar to another earlier quantitative study [[10]](https://www.zotero.org/google-docs/?mXncyB) and also concluded BP-ANN is slightly more effective than SVR. Therefore, an alternative method to SVR is a Random Forest (RF) which has the advantage of working well with an increased number of data features and has a reduced risk of over-fitting. Indeed, [[11]](https://www.zotero.org/google-docs/?iui3OO) argues that RFs outperform similar models. However, RFs can be time-consuming on large data sets and require more computational resources [[12]](https://www.zotero.org/google-docs/?pSU4EO).

Paper 2 uses a LSTM model which has benefits in sequence modelling, such as capturing long-term contextual information and the ability to fit non-linearity, but the modelling effect is general and computation is time-consuming [[13]](https://www.zotero.org/google-docs/?YKikuG). An alternative method is Gated Recurrent Unit (GRU) which has fewer parameters, so it is faster to train with improved network performance [[14]](https://www.zotero.org/google-docs/?sF4GxT). The Prophet model was also used which is advantageous with time series data, seasonal trends and when non-linear trends are fit weekly or yearly [[15]](https://www.zotero.org/google-docs/?54uu5c). Moreover, [15] argues that Prophet provides more accurate predictions than an alternative model, Auto-Regressive Integrated Moving Averages (ARIMA), when the parameters are automatic. However, ARIMA could be a viable alternative if seasonality does not need to be considered [[16]](https://www.zotero.org/google-docs/?S4v8Jo) [[17]](https://www.zotero.org/google-docs/?xBQhVt). Evidently [[18]](https://www.zotero.org/google-docs/?OQg19X) strongly suggests that ARIMA, with a LSTM model, outperformed Prophet due to a lack of seasonal data. Significantly, given the research aims and consideration of seasonality in [2] Prophet is a suitable method for the data and research questions in comparison to ARIMA.

2 Recommendations For Paper Two

A new starting point for the outcome of Paper 2 is a mixed methods methodology to use quantitative data and open-ended qualitative data to provide a similar outcome. The new research question is: How can BDA be used to assist police departments' understanding of crime and identify the social issues causing crime in order to understand and prevent future incidents.

2.1 Use of Data Analytics

A key area of interest in Paper 2 is BDA which aligns to the research questions and the quantitative methodology. BDA allows for finding patterns and trends [[19]](https://www.zotero.org/google-docs/?xeHpkF), but it does have areas which need consideration, such as data analysis, when using prediction analysis to prevent incidents.

For instance, predictive analytics are rooted in statistical methods. Notably, the use of statistical significance, a small sample representing the population, may not be applicable [[20]](https://www.zotero.org/google-docs/?XIqcoM). This is due to the size of Big Data samples which can be the entire population, such as Paper 2’s crime data [2]. In contrast to traditional statistical analysis, predictive analysis does not describe the data but makes predictions from it. Therefore, methods, such as deep and machine learning methods, have been designed to address disadvantages in traditional statistical analytics with Big Data. An advantage is these methods can be used in an architectural modular way [[21]](https://www.zotero.org/google-docs/?Z4QeTn) giving researchers flexibility to consider specific, or combined, methods. Indeed, Paper 2 [2] uses Prophet and LSTM which, given the research question, are appropriate for predictive analysis and do not need refinement for addressing incident prevention in the research outcome.

That being said, a similar study was conducted by Kumar et al and used a k-means clustering method [[22]](https://www.zotero.org/google-docs/?1TQb3g). Similarly, a quantitative methodology was used as well as publicly available data on crime. However, different methods were used to reach their research outcome of visualising crime. K-means was a suitable choice as data was segmented and exploratory data analysis was carried out. With this in mind, Prophet and LSTM methods strongly align to the refined research question as predictions from the data are required.

2.2 Philosophical Considerations

The underlying philosophy for Paper 2’s research question is a scientific approach rooted in positivism, which is appropriate for a quantitative methodology. For example, [[5]](https://www.zotero.org/google-docs/?LGq7KQ) argues that a positivism philosophy requires quantifiable and statistical analysis. However, BDA presents epistemological challenges for scientific philosophy as there is a change towards using data to reach data-driven discoveries, rather than starting with samples or theories [[23]](https://www.zotero.org/google-docs/?uG5E7Y). Notably, the Streetlight effect, where a phenomena is studied and the relevant problems are not investigated [[24]](https://www.zotero.org/google-docs/?4kKN8z), highlights the need for rigorous sampling and selection of data before drawing conclusions. With this in mind, a starting point for this research could be pragmatism, under a mixed methods design, which is arguably a highly suitable philosophy to combine positivism and interpretivism [[25]](https://www.zotero.org/google-docs/?Bpkzmf). Significantly, pragmatism assists acknowledging bias in both data and the researcher alongside combining quantitative and qualitative methods.

2.3 Ethical Considerations

Ethical implications of the research question and outcome should be considered when using BDA to create predictive models. Concerningly, data to train predictive crime models can reflect biassed or corrupt policing practices [[26]](https://www.zotero.org/google-docs/?vOnXXV) meaning the outputted results will perpetuate any inputted biassed data. For instance, a predictive crime model, PredPol, was removed from use in Los Angeles [[27]](https://www.zotero.org/google-docs/?0S84nW) due to ethical and racial group bias concerns. Supporting this argument Campedelli [[28]](https://www.zotero.org/google-docs/?LNyeUQ) discovered a lack of research on algorithmic discrimination and bias. On the other hand, [[29]](https://www.zotero.org/google-docs/?Pomyul) reports that they found no significant differences in ethinc-racial group arrests from a study in Los Angeles. Importantly, this demonstrates that careful selection and use of data is required to mitigate any potential bias. One approach to address this is inclusion of fewer crime categories when analysing big data [[30]](https://www.zotero.org/google-docs/?uvJ0G7). Arguably, this can also simplify analysis, enabling refinement of inputted data, potentially reducing bias. Therefore, a starting point for ethical consideration in the refined research outcome is: can specific crimes be predicted?

An argument for a qualitative approach to the research outcome is given by Neiva et al who investigated how police officers view and expect BDA to assist in criminal investigations [[31]](https://www.zotero.org/google-docs/?x8S5xo). Importantly, the research allows for a view from the persons directly affected by predictive models. Importantly, it gives insight to the impact of technology from the participant’s view and allows participants of the refined study to highlight if they feel policing discriminates as well as why a crime was committed.

2.4 Outline of the Research Design

Using a mixed methods design, quantitative and qualitative methodologies are combined in order to gain a broad and in depth research outcome. Notably, the qualitative methodology will enable a deeper understanding of why crime is being committed, and quantitative methods allow for the numerical collection and analysis of data [[32]](https://www.zotero.org/google-docs/?Updwgl). A mixed methods approach is suitable when a quantitative or qualitative methodology is insufficient to best comprehend a problem, or a detailed understanding is desired [[33]](https://www.zotero.org/google-docs/?65pgHd). Furthermore, one methodology's strengths can compensate for the other's weakness, allowing questions to be answered which may not necessarily be achievable by one methodology alone [[34]](https://www.zotero.org/google-docs/?SDkqdc). However, mixed methods can be time consuming and a researcher needs to be confident in quantitative and qualitative methodologies.

In creating the research design, Saunders’ Onion model [[6]](https://www.zotero.org/google-docs/?Wq8tlQ) has been utilised. Philosophy, approach, choice, time horizon and techniques and procedures will be examined.

2.5 Philosophy

Positivism and interpretivism, individuals experience object reality, align to quantitative and qualitative methodologies respectively. With mixed methods, pragmatism allows the researcher to focus on the research problem and use different approaches [[33]](https://www.zotero.org/google-docs/?bt6w13) which makes pragmatism suitable for a mixed methods research design. Significantly, Feilzer [[35]](https://www.zotero.org/google-docs/?hX5gsh) argues, through the example of crime data, pragmatism supports different research methods and analysis techniques. This view is also supported by [[36]](https://www.zotero.org/google-docs/?XdEwuf) who also state that inductive, deductive and abductive reasoning can aid in creating knowledge. Importantly, pragmatism supports the use of different methodologies and, ideologically, researcher and participant’s values are important to the research design with biases acknowledged through axiology [[6]](https://www.zotero.org/google-docs/?mExQoR).

2.6 Design Choice

There are two main design choices for mixed methods, sequential and concurrent. For this research a sequential design, quantitative then qualitative, has been chosen as it allows for quantitative data collection first and then qualitative data to elaborate the results [[37]](https://www.zotero.org/google-docs/?9Ei0Vm). Importantly, inference can be drawn from the integration of both results. Advantages for a sequential method are that it is straightforward to implement and there is an opportunity for the investigation of quantitative results in detail [[38]](https://www.zotero.org/google-docs/?YgyErK). However, a limitation is the breadth of time for the study and re-establishing contact with participants if required. Unlike a qualitative then quantitative sequential design this approach allows for the researcher to explore the data, and methods, for prediction modelling first.

2.7 Time Horizon

Time horizon refers to the period of time the research will take. As the data is not being collected over an extended time period [[34]](https://www.zotero.org/google-docs/?77guFN) the time horizon for this research is cross-sectional.

2.8 Technique and Procedure

Quantitative and qualitative techniques for data collection and analysis will be used. The quantitative techniques will remain unchanged for collection of public data [2]. However, one consideration is missing data or outliers [[39]](https://www.zotero.org/google-docs/?2xi6rZ), however the Prophet model is well suited to handle these cases.

In order to address the refined research question, a focus will be placed on looking at specific crime categories. Recent research suggests dividing crime categories into separate groups so analysis is easier, instead of focusing on all crime at once [[30]](https://www.zotero.org/google-docs/?ZXCdRR). For instance, physical assault or robbery could be selected and then be followed up with qualitative interviews with arrested persons and police officers.

The qualitative techniques will be interviews, which will be informal and open-ended so as to gain an in-depth understanding [[40]](https://www.zotero.org/google-docs/?cbGwKZ). This will allow for an insight into why an individual committed a crime alongside a view from police officers. Importantly, interviews will try to uncover if crimes are premeditated, spontaneous or committed out of economical circumstances. Interviews can then be analysed against the quantitative data to detect any patterns, such as a factory closing down, and an increase in crime in that area from economic hardship. This could then be a factor in the quantitative prediction model. A final consideration is anonymity and confidentiality of participants.

3 Characteristics of Qualitative and Quantitative Methodologies

Quantitative research designs consider measurable data, such as dependent and independent variables, from experiments or surveys and focus on objectivity. On the other hand, qualitative research designs explore meaning and interpretations, such as an interview about an event, or other open-ended methods in order to discover in depth information to understand a problem [[32]](https://www.zotero.org/google-docs/?QJzpQw).

A key strength of a quantitative methodology is standardised instruments are used for data collection, meaning replication is possible and large samples can be used [[41]](https://www.zotero.org/google-docs/?ffkEnd). However, weakness can include structural bias, missing data or inappropriate sampling, and a lack of context [[41]](https://www.zotero.org/google-docs/?Bcy3Es). Whereas, qualitative methodologies strengths are meaningful insights, such as a detailed description of experience, and the generation of new ideas through open-ended responses. However, weakness can include research biases, such as the Hawthorne effect and recall bias, as well as being labour intensive [[33]](https://www.zotero.org/google-docs/?oZfPN4).

An example of a quantitative is experimentation where an independent variable is controlled or manipulated to measure effects on a dependent variable. An advantage of this method is the environment, where research takes place, can be controlled so it is easier to estimate the effects of the variable [[42]](https://www.zotero.org/google-docs/?JIDwrn). Contrastingly, a disadvantage is that it can be difficult to externally validate the experiment due to the artificial nature of the experiment’s context. For example, [[43]](https://www.zotero.org/google-docs/?eBDsG6) experiments are conducted to achieve higher efficiency and accurate results when compared to state-of-the-art convolutional neural networks. Importantly, evaluations of the experimental design were tested against real-world databases of images to strengthen the results of their experiments. This shows considerations to the weakness of an experimental method by rigorous testing with uncontrolled variables. Indeed, this method’s strength is testing a hypothesis.

An alternative method is a survey, which asks questions from a group of participants [[44]](https://www.zotero.org/google-docs/?i0Y2qw). An advantage is surveys are a practical method for collecting data and are scalable [[45]](https://www.zotero.org/google-docs/?vLMMn6). However, participants may give inaccurate answers and surveys do not capture emotion from participants. Arguably, surveys are a fast way of data collection, and can be used for this, but can be inaccurate if not engaged well with by participants.

An example of a qualitative method are case studies which can generate detailed information about individuals as well as offering the potential for innovation [[33]](https://www.zotero.org/google-docs/?44Pzat). A disadvantage is that establishing cause and effect connections can be difficult alongside ethical issues which may arise. For example, [[46]](https://www.zotero.org/google-docs/?JbrhwL) used case studies to draw attention to the issues of artificial learning and data analytics and highlight where existing ethical frameworks fail. A strength of this approach was identifying areas of concern and using innovation to create a pilot database. However, a weakness is generalisation and a single connection, even in one case study, may be theoretically important [[47]](https://www.zotero.org/google-docs/?cPNNMI). Importantly, a small sample size was used to be effective and maximise the success of the case study method.

Alternatively, a focus group is another qualitative method for data collection where participants are brought together in a small group to answer questions [[48]](https://www.zotero.org/google-docs/?WiIejR). This method has the advantages of being inexpensive and results being more comprehensive than raw data. However, participants have less time to speak than in an interview, and some participants may dominate the conversation. Therefore, focus groups should be used when a diverse set of responses are required for data collection.

4 Conclusion

In conclusion, good research has a narrow focus on a specific problem, or area of interest, to which new knowledge is discovered. Two methodologies, quantitative and qualitative, enable different approaches for the types, and methods, for data collection and analysis. Mixed methods presents a hybrid methodology for when an area of research needs a quantitative and qualitative approach. Importantly, mixed methods allow for both depth and explanation of a problem or phenomenon. Specifically, Computer Science can benefit from a mixed methods approach as it is based in mathematics and science but can have a significant impact on people.

Different methods have advantages and disadvantages so it is important for the researcher to carefully consider which will be best for their research outcomes. Moreover, a researcher's personal philosophy and worldview can influence their research and chosen approaches. It is therefore important that planning research all these aspects, delineated in Saunders’s Onion, are considered. This will result in focused and well supported research to add to the knowledge of humanity.
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